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(57) ABSTRACT

A cloud frame provides a framework comprising a monitor-
ing and network services to support hardware nodes such as
computing nodes and storage nodes. Cloud frames may be
organized into a cluster of cloud frames. Hardware nodes in a
cloud frame environment may conduct self-allocation of
needed resources, which in turn may be provided by other
hardware nodes in the cloud frame environment.
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FID Description Purpose
30100 1GHE ~ Private IPMI interface
30101 1GBE — Private RMM3 interface
30102 1GbE — Private Boot/Mgmt interface {ethd)
30103 1GHE ~ Custom Operations interface (ethl)
30104 TGLE ~ Custom Operations interface {eth2)
30105 1GbE ~ Custom Operations interface {eth3)
30106 10GBE — Private Cluster/Storage interface (ethd)
30107 10GBE — Private Storage interface (ethS)
@ ame Node ace [able
Fig. 6A
604
641 642 ~—643 644 —645
Node ID | Cluster ID | IFID | Shared Purpose
Nodel Co 30102 | No SCF ipmi Mgmt
Nodelx Co 30103 | Yes Operations
Nodelc Co 30106 | No Cluster VO
Nodels Co 30107 | No NAS IO
Node2 Co 30202 | No SCF Mamt
Node2x o 30203 | Yes Operations
NodeZe Co 30206 | No Cluster VO
Nodels o 30207 | No NAS VO
Node3 CO 30300 | Mo SCF ipou Memt
Node3 Co 30302 | No NASTO
Node3c Co 30306 | No NAS VO
Node3s Co 30307 | No NAS IO
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Cluster ID IP Address CFMT Loc
0 10.6.1.20 10.6.1.7:30090
Cl1 10.6.1.30 10.6.2.7:30090
C2 10.5.1.30 10.6.3.7:30090 F|g 6C
| - ; R
L, 608
/ 681 / 682 // 683 / 684 / 685
VCF ID Node ID Cluster ID | IF/ID Purpose
1 Nodel C0 30102 SCF ipmi Megmt
1 Nodelx 0 30103 Operations
1 Nodelc Co 30106 Cluster 'O
1 Nodels Co 30107 NAS IO
1 Node2 Cco 30202 SCF Megmt
1 Node2x O 30203 Operations
1 Node2c CO 30206 Cluster 'O
1 Node2s Co 30207 NASTO
1 Node3 Co 30300 SCF ipmi Megmt
i Node3 Co 30302 NASTO
1 Node3c Co 30306 NASTO
i Node3s Co 30307 NAS IO
1 Nodedx 1 30103 Operations
1 Nodesx C2 30103 Operations




U.S. Patent

detect need
for resource

access
operation data

identify selected
hardware node

allocate selected
hardware node

use the selected
hardware node

Y

release the
selected
hardware node

Fig. 7

Dec. 15, 2015

702

704

706

708

~710

112

Sheet 9 of 9

detect need
for resource

802

broadcast
needed resource

804

l

detect presence
of required
resource

va 806

\ 4

allocate to
requiring
hardware node

.~ 808

l

use the selected
hardware node

e 81 0

) 4

release the
selected
hardware node

812

Fig. 8

US 9,213,581 B2

detect need
for resource

find
hardware node

allocate found
hardware node

use the selected
hardware node

Y

release the
selected
hardware node

Fig. 9

902

904

906

908

910



US 9,213,581 B2

1
METHOD AND SYSTEM FOR A CLOUD
FRAME ARCHITECTURE

BACKGROUND

Unless otherwise indicated herein, the approaches
described in this section are not prior art to the claims in this
application and are not admitted to be prior art by inclusion in
this section.

Business systems in an enterprise have traditionally been
focused on providing software-based solutions. Customers
have been increasingly interested in “appliance” and “man-
aged service” technologies, which emphasize hardware as
well as software in providing a well-rounded solution to the
needs of a modern business. Conventional wisdom has been
to acquire, partner with, or build the necessary technologies
traditionally resident in hardware companies and third-party
service organizations and to combine these system compo-
nents to create a solution. The resulting solution is often a
heterogeneous mix of systems and services that may not be
easy to manage across the solution lifecycle and may not
provide the desired total cost of ownership profile for a cus-
tomer.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 shows an illustrative embodiment of the framework
of the cloud frame architecture.

FIG. 2 illustrates an example of cloud frame having hard-
ware nodes.

FIG. 2A is an illustrative implementation of the cloud
frame shown in FIG. 2.

FIG. 3 is a block diagram illustrating external interfaces to
a cloud frame.

FIG. 4 shows an example of a cluster of cloud frames.

FIG. 4A illustrates an example of sharing hardware nodes
between cloud frames in a cluster.

FIG. 5 shows an example of virtual cloud frames in a
cluster.

FIGS. 6A, 6B, 6C, and 6D are examples of operation data
tables.

FIG. 7 illustrates an example of a process flow for “self
allocation”.

FIG. 8 illustrates an example of a process flow for “broad-
cast allocation”.

FIG. 9 illustrates an example of a process flow for “man-
aged allocation”.

DETAILED DESCRIPTION

In the following description, for purposes of explanation,
numerous examples and specific details are set forth in order
to provide a thorough understanding of the present disclosure.
It will be evident, however, to one skilled in the art that the
present disclosure as defined by the claims may include some
or all of the features in these examples alone or in combina-
tion with other features described below, and may further
include modifications and equivalents of the features and
concepts described herein.

In general terms, a “cloud frame” in accordance with prin-
ciples of the present disclosure provides a hardware and soft-
ware product delivery framework to deliver a range of prod-
ucts and services into an enterprise. A cloud frame supports
an architecture of hardware nodes, applications (e.g., busi-
ness software), and services to orchestrate the collaboration
of hardware components and applications using a specific
collection of hardware nodes to provide resources and ser-
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2

vices such as computing resources, storage resources, net-
working resources, and management resources. Referring to
FIG. 1, in an embodiment, a cloud frame 100 may constitute
an infrastructure that comprises a computing backbone 102
and a private communication network 104. Elements of the
cloud frame 100 may provide several services 112, 114, 116,
and 118 to define, support, secure, and otherwise manage the
infrastructure.

The computing backbone 102 of the cloud frame 100 pro-
vides a well managed private computing infrastructure which
may be used to implement various information technology
solutions. These solutions may be used with other systems,
for example, to support various business operations of an
enterprise. In some embodiments, the computing backbone
102 may comprise one or several hardware nodes. Examples
of “hardware nodes,” in accordance with the present disclo-
sure, include computing nodes, storage nodes, and manage-
ment nodes, which will be discussed in more detail below.
The hardware nodes may be deployed in a single location,
distributed in several locations of an enterprise and intercon-
nected by a suitable communication network (e.g., a local
area network (LAN), awide area network (WAN), and so on),
or distributed in several locations of an enterprise using a
public infrastructure service provider and interconnected by a
suitable communication network; e.g., a LAN, WAN, etc.

The private communication network 104 of the cloud
frame 100 provides an exclusive and secure communications
infrastructure between the hardware nodes within the cloud
frame. The private communication network 104 may be real-
ized with typical networking components having varying
capabilities, for example, 1 gigabit Ethernet (GbE), 10 GbE,
40 GbE, and so on, and employing various internetworking
technologies for example, VLLANs and VPNs for communi-
cation. The communication network 104 is “private” insofar
as communications between hardware nodes in the cloud
frame 100 are isolated and secured from communications
outside the cloud frame. In some embodiments, the private
communication network 104 may comprise one or several
data switches, routers, and other networking equipment to
which hardware nodes may be connected. In some embodi-
ments, portions of the private communication network 104
may be implemented over a LAN, WAN; a public communi-
cation network such as the Internet, combinations of the fore-
going, and so on. Thus, in accordance with principles of the
present disclosure, the private communication network 104
can provide the security of a private network for the cloud
frame 100 irrespective of whether the underlying communi-
cations infrastructure includes private networks or public net-
works.

The cloud frame 100 may provide management services
114 in order to manage the computing backbone 102 includ-
ing the hardware nodes and software elements installed in the
cloud frame. In some embodiments, the management services
114 may be the first services to come online and oversee the
orderly bootup of all other components in the cloud frame
100. Other management services 114 may be configured to
continuously monitor the health and security of the cloud
frame 100. For example, ports on the physical switches to
which the hardware nodes are physically connected (e.g., a
10BASE-T connector, a fiber channel optical connector, etc.)
may be monitored for access and authentication (e.g., media
access control (MAC) address, Universal Unique Identifica-
tion (UUID) attributes, and the like). Management services
114 may include event detection and event handling based on
policy enforcement, and so on.

The management services 114 provides management of
hardware nodes at the component level. The management
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services 114 may include end-to-end lifecycle management
of the hardware nodes of the cloud frame 100, of the software
components (e.g. application or database components) of the
cloud frame 100, and so on. For example, the management
services 114 may track hardware versions, software versions,
or customer configuration data, or bring hardware nodes
online and take them offline, and so on. Additional functions
performed by the management services 114 are discussed
below. In some embodiments, standard management services
protocols may be used to facilitate cooperation and integra-
tion with other management solutions; for example, simple
network management protocol (SNMP).

The networking services 118 of the cloud frame 100 may
be used to create and manage the private communication
network 104. The networking services 118 may configure the
constituent data switches of the private communication net-
work 104 to define one or more [LANs, tagged or untagged
VLANs or WANs, to establish dynamic communication
channels among hardware nodes within the cloud frame 100,
and so on. In some embodiments, a communication channel
may be defined by an internet protocol (IP) specifying end-
points with an IP address (e.g., 10.6.1.10). In some embodi-
ments, the endpoint IP address may specify a particular port
number (e.g., 10.6.1.10:128). A communication channel may
also be defined by the connection between a hardware node
and a port on one of the data switches of the private commu-
nication network 104.

In embodiments, the private communication network 104
may comprise managed switches which allow the networking
services 118 to provide dynamic interconnects among hard-
ware nodes. For example, suppose a given hardware node is a
storage node, the networking services 118 may allocate a high
speed switch to the storage node and define a communication
channel from a computing node to the storage node via the
high speed switch. In an embodiment, a communication
channel may be configured with data encryption to further
enhance security in the communication. For example, an
encrypted communication channel may be especially suitable
in a configuration where the private communication network
104 includes transport over a public communication network
such as the Internet. In another embodiment, the networking
services 118 may define one or more virtual private networks
(VPNs) and allocate communication channels over the VPN.
As with the encrypted communication channel, a VPN may
be especially suitable in a configuration where the private
communication network 104 includes transport over a public
communication network.

Referring now to FIGS. 2 and 2A, an example of a cloud
frame 200 is shown with several installed hardware nodes
1022. In some embodiments, the hardware nodes 1022 may
be loosely classified into the following categories: computing
nodes, management nodes, and storage nodes, based on their
primary function. It will be appreciated, of course, that hard-
ware nodes 1022 may perform more than one function, mak-
ing this classification imprecise. Consequently, there are no
requirements on the exactness of this classification of the
hardware nodes 1022. The classification may, nonetheless,
help describe the primary function of the hardware nodes
1022 deployed in a cloud frame 200.

In accordance with principles of the present disclosure, the
computing backbone 102 of the cloud frame 100 is defined,
supported, and secured by a set of operation data tables 122.
As will be explained in more detail below, the operation data
tables 122 store information about the cloud frame configu-
ration; for example, a list of hardware nodes 1022 installed in
the cloud frame 200. The operation data tables 122 store
status information relating to the operational and associative
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state of each installed hardware node in order to facilitate
dynamic management and configuration of the hardware
nodes 1022. In embodiments, the operation data tables 122
may be fully distributed among the hardware nodes 1022. For
example, in an embodiment, the operation data tables 1022
may be instanced in a network attached storage (NAS), a
network file system (NFS), or any other well known data
sharing technologies. In addition, each hardware node 1022
may have a local store of operation data tables 122.

Referring to FIG. 2A, the private communication network
104 may comprise a variety of data switches 1032, such as
routers, bridges, managed switches, and so on, to provide the
switching capability described above. Hardware nodes 1022
may be physical computing devices that typically include a
processor, memory, and physical storage. In some embodi-
ments, hardware nodes 1022 may include instantiations of
virtual machines on a virtualization platform.

As can be seen in FIG. 2A, a typical physical hardware
node 1022a may comprise one or more processors 1001, a
memory 1002 (e.g., dynamic random access memory,
DRAM), local storage 1003, and a communication interface
1004. The hardware node 10224 may be configured with
executable program code 1012 to provide the functionality of
the computing services 112, the management services 114,
the storage services, and networking services 118 ofthe cloud
frame 100. The data storage device 1003 may store execut-
able program code 1012 which may be executed by the pro-
cessor component 1001, local operation data tables 122, and
so on. The communication interface 1004 may be configured
for operation with the data switches 1032 in order to provide
constant monitoring of the hardware nodes that may be con-
nected to the ports of the data switches. The hardware node
10224 may be connected to one or more of the data switches
1032 via one or more of the communications interfaces 1004.

Hardware nodes 1022 in a cloud frame 200 may be provi-
sioned in a single location; for example, the hardware nodes
may be deployed in a single rack or a co-located cluster of
racks. In some embodiments, the cloud frame 200 may be
distributed. For example, some of the hardware nodes 1022
may be distributed in several locations within an enterprise
and connected via a LAN and/or WAN defined by the private
communication network 104. Some of the hardware nodes
1022 may be located outside of the enterprise, in which case
the private communication network 104 may extend over a
public communication network such as the Internet.

Hardware nodes 1022 that are classified as computing
nodes primarily provide general computing resources. Typi-
cally, computing nodes provide some form of computation or
functionality under the execution of applications software. A
non-exhaustive list of examples include database functional-
ity, computational capability, data warchousing functionality,
business applications such as customer relations management
(CRM), and so on. Computing nodes may also provide some
management and storage resources and services.

Hardware nodes 1022 that are classified as management
nodes primarily provide management computing resources.
A management node may require different physical inter-
faces, protocols, and authorizations than other nodes. A man-
agement node may manage a computing node, a storage node,
or even another management node. Consider, for example, an
in-memory database called the SAP® High-Performance
Analytic Appliance (SAP HANA). SAP® HANA may be
configured with a management service referred to as the
HANA dashboard. A computing node may be installed to
operate the in-memory database component of SAP®
HANA, while amanagement node may be installed to operate
the HANA dashboard component. In a more generalized
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example, a management node may be used to coordinate
communications and data sharing among different computing
nodes. In some embodiments, the management nodes may
provide the majority of management services 114. However,
some management services 114 may also be supported on
computing nodes and storage nodes. The management ser-
vices 114 provided by management nodes span a wide range
of activities in the cloud frame 100. Management nodes may
provide everything from low level network provisioning to
high level application and database management functions.

Hardware nodes 1022 that are classified as storage nodes
fundamentally provide data storage resources. Typical stor-
age nodes may support distributed storage technologies like,
network attached storage (NAS), storage area network
(SAN), and so on.

In some embodiments, the cloud frame may provide com-
munication interfaces to allow for communication between
the cloud frame computing backbone 102 and devices exter-
nal to the cloud frame 100. To minimize the impact of the
cloud frame on its surrounding landscape, embodiments in
accordance with the present disclosure provide predefined
communication interfaces.

Referring to FIG. 3, for example, in an illustrative embodi-
ment the cloud frame 100 may present three interfaces 302,
304, and 306, each being associated with a unique IP address.
The interfaces 302-306 provide the necessary communica-
tion channels to the internal components of the cloud frame
100 by interconnection to the private communication network
104. All communications with devices outside the cloud
frame taking place across these interfaces 302-306. Addition-
ally, these interfaces may be monitored by the cloud frame’s
management services 114 in order to ensure secured opera-
tions within the cloud frame. Any detected suspicious activity
may trigger an event in the management services component
114 of the cloud frame 100 for appropriate action (e.g.,
reporting to an administrative user, blocking certain commu-
nications, etc.).

An application services interface 302 may provide com-
munication channels between external devices (e.g., client
machines, other cloud frames, and so on) and the applications
running on the computing backbone 102 of the cloud frame
100 (e.g., DB application, CRM, and so on) only if the appli-
cation supports exposed APIs on the application services
interface 302. In an embodiment where the application ser-
vices interface 302 presents only one IP address, an arbitrator
312 may be provided to arbitrate the communications
between external devices and the various computing nodes
132. In some embodiments, this same arbitration may be used
internally between nodes on the computing backbone 102.
For example, an SAP® Netweaver-based architecture may be
deployed in the cloud frame 100 to provide the functionality
of'the arbitrator 312 in the form of an Enterprise Service Bus
(ESB).

An administrative services interface 304 may provide com-
munication channels between selective cloud frame manage-
ment services 114 and external devices (e.g., administrative
clients, other cloud frames, and so on). In some embodiments,
the administrative services interface 304 may be provided via
a VPN router 314, so that a remotely situated administrative
user can have secured access to the cloud frame 100 even if
they are accessing over a public communication network. In
some embodiments, the administrative services interface 304
may be used by the management nodes in order to commu-
nicate with external devices such as administrative clients,
other cloud frames, and so on.

A data management services interface 306 may provide
data access services for external devices (e.g., servers, other
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6

cloud frames, and so on) in order to support data exchanges
with the cloud frame storage nodes. In some embodiments,
port and/or source address mapping may be used to coordi-
nate the flow of data between external devices and the storage
nodes so that the data management services interface 306 may
be configured with only one IP address.

Inembodiments, hardware nodes 1022 deployed within the
cloud frame 100 enjoy their own private networks defined on
the private communication network 104, where the manage-
ment services 114 provide continuous health and security
monitoring. Additional hardware nodes 1022 may be
securely incorporated into the cloud frame 100 at any time.
Generally, a new hardware node is installed without any
application software. The new hardware node might include
only special baseline software (e.g., provided by the hardware
distributor), to run self check diagnostics and generate per-
formance benchmarks to facilitate tuning the new hardware
node to optimize performance with the computing backbone
102 within the cloud frame 100. Software may then be deliv-
ered subsequent to installing the hardware node, through a
secure management channel, using for example the adminis-
trative services interface 304, and loaded onto the new hard-
ware node. In some embodiments, the software may be “cer-
tified” in that the software will have been verified and
digitally signed to ensure its source and correctness of func-
tionality.

In some embodiments, the management services 114 may
detect the connection of a new hardware node to the private
communication network 104. For example, a MAC address of
the hardware node may be detected by the management ser-
vices 114 monitoring the private communication network 104
when the hardware node is powered on. As a security mea-
sure, the management services 114 may initially assign a
“zombie” virtual LAN (VLAN) to the switch port to which
the new hardware node is connected. By connecting the new
hardware node with a communication channel to the zombie
VLAN, communications from the new hardware node are
effectively isolated from the other communication channels
in the cloud frame 100, thus protecting already installed hard-
ware nodes from potential attacks by the new hardware node.
For example, if a new hardware node is loaded with software
that is not certified, the cloud frame 100 may isolate the new
hardware node with its un-certified software from the other
hardware nodes directing its communications to the zombie
VLAN. The management services 114, however, may subse-
quently release the new hardware node to an appropriate
private network defined on the private communication net-
work 104. For example, an administrative user once con-
vinced of its authenticity, may explicitly release the new
hardware node and allow for its inclusion in a private com-
munication network 104 defined in the cloud frame.

Referring to FIG. 2, the hardware nodes 1022 of the cloud
frame 100 may be operated in any suitable configuration. For
example, each computing node may execute one or more
applications independently of the other computing nodes. A
computing node may have dedicated access one or more
storage nodes. A storage node may be shared by multiple
computing nodes. A management node may be configured to
manage the storage nodes (e.g., provide load balancing, back-
ups, etc.). It can be appreciated that myriad other operational
configurations of hardware nodes 1022 are possible.
Clusters of Cloud Frames

In some embodiments, the cloud frame 100 may be asso-
ciated with other cloud frames in a manner that creates a cloud
frame cluster. Referring to FIG. 4, an example of a cluster 400
comprising cloud frames 100a, 1005, and 100c¢ is shown. The
cloud frames 1004-100¢ may be interconnected by connect-
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ing the interfaces 302, 304, and 306 to respective communi-
cation paths 402, 404, and 406. For example, the application
services interfaces 302 of each cloud frame 1004-100¢c may
be connected to an application services communication path
402. Likewise, the administrative services interfaces 304 may
be connected to an administrative services communication
path 404, and the data management services interfaces 306
may be connected to a data management services communi-
cation path 406. In some embodiments, the administrative
services communication path 404 may also be used by the
management services 114 of each cloud frame 1004-100¢ in
the cluster 400, allowing the management services of each
cloud frame in the cluster to coordinate their activity.

The cloud frames 100a-100c in cluster 400 may be config-
ured for independent operation, each operating indepen-
dently of one another. In such a configuration, each cloud
frame 100a-100¢ may operate as described above. However,
a clustering architecture in accordance with the present dis-
closure provides a high degree of flexibility in configuring
systems. More specifically, the computing nodes represent
computing resources that may be shared among cloud frames
100a-100¢ within the cluster. Likewise storage resources may
be shared between cloud frames by sharing storage nodes
across the cloud frames 100a-100c¢, and similarly for man-
agement nodes for providing management resources.

For example, referring to FIG. 4A, the entire cluster 400
may be configured to operate as a unified enterprise-level
business system. For example, software components of the
enterprise business system may be implemented among the
several computing nodes of the cloud frames 100a-100c¢. The
storage nodes among the cloud frames 1004-100¢ may pro-
vide data storage services for the computing nodes, including
crossing cloud frame boundaries. In other words, a storage
node in cloud frame 100a may service the storage require-
ments for a computing node in cloud frame 100c. A manage-
ment node may be configured (e.g., in cloud frame 1005) to
coordinate the activities of the computing nodes and other-
wise manage the entire cluster 400.

Virtual Cloud Frames

FIG. 4A illustrated an example of sharing the hardware
nodes 1022 in the cluster 400 to configure the cluster to
operate as a single enterprise-level business system. In accor-
dance with the present disclosure, the hardware nodes 1022 in
a cluster may also be shared to configure multiple indepen-
dent systems. In some embodiments, a cluster of cloud frames
may define one or more “virtual” cloud frames. A virtual
cloud frame is “virtual” in that the constituent hardware nodes
of the virtual cloud frame may be allocated from several
physical cloud frames within a cluster.

Referring to FIG. 5, illustrative examples of virtual cloud
frames are shown in a cluster 500 of physical cloud frames
100a, 1005, and 100c. Virtual cloud frame A comprises a
computing node from cloud frame 100¢ and from cloud
frame 100c¢ and storage nodes from cloud frames 100a and
1005. A management node from cloud frame 1005 manages
the activity of virtual cloud frame A. Similarly, virtual cloud
frame B comprises two computing nodes from cloud frame
1004 and storage nodes from cloud frames 1005 and 100c. A
management node from cloud frame 1004 manages the activ-
ity of virtual cloud frame B.

Operation Data Tables

Recall from FIG. 2 that the cloud frame 200 includes
operation data tables 122 which contain the defining and
operating information of the cloud frame, including cluster
membership, the cloud frame infrastructure (e.g., computing
backbone 102 and private communication network 104), and
any installed hardware nodes 1022. Information in the opera-
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tion data tables 122 may be provided when a given hardware
node (e.g., computing node) is installed. For example, an
administrator may input information (e.g., via the manage-
ment services 114) into the operation data tables 122 associ-
ated with the given hardware node. In accordance with the
present disclosure, the hardware node itself may update infor-
mation in its associated operation data tables during its opera-
tion, thus providing a current operating state of the hardware
node. Similarly, the management services 114 of the cloud
frame 200 may update operation data tables associated with
the cloud frame infrastructure itself.

Referring now to FIGS. 6 A-6D, in some embodiments, the
operation data tables 122 may include a node interface table
(602, FIG. 6A), amember table (604, FIG. 6B), a clustertable
(606, F1G. 6C), and virtual cloud frame table (608, F1G. 6D).
The data fields shown in the tables in FIGS. 6 A-6D are illus-
trative. It will be appreciated that the operation data tables 122
in other embodiments may comprise a different set of opera-
tion data tables having different data fields.

In accordance with principles set forth in the present dis-
closure, the hardware nodes 1022 within a cloud frame (e.g.,
200, FIG. 2) may be in an “inactive” state as indicated in the
operation data tables 122. Hardware nodes that are in an
“inactive” state may be freely associated with any cloud
frame within the same cluster. Once an “inactive” hardware
node becomes “active” in a cloud frame it is no longer “inac-
tive” and therefore cannot be freely associated again until it is
returned to the “inactive” state. For example, a storage node in
the “inactive” state may be allocated to a cloud frame as a new
or additional storage resource. In some embodiments, hard-
ware nodes can only be “active” in one cloud frame at a time.
This is not to be confused with collaborating cloud frames
within a cluster of cloud frames, however. Cloud frames
within a cluster may collaborate and share services with any
and all of the cloud frames within a cluster as previously
described in the section on clustering. In embodiments, hard-
ware node association to cloud frames may be accomplished
by several different methods. For example, self allocation,
broadcast allocation, managed allocation, or user allocation.
By example, we will describe some of these forms of alloca-
tion to show how embodiments would work.

Self Allocation

In some embodiments, a determination may be made by an
actor (e.g., a user, an application, or a management service
operating in the current computing backbone 102) that addi-
tional capacity is required, whether computing capacity, or
storage capacity, etc. Using this self allocation method of
provisioning, the actor may view, analyze, or otherwise
access the operation data tables 122 to determine if there is an
available hardware node matching the requested attributes. If
one is found, the actor may attempt to capture that hardware
node by using a local management service to change the
operation data table entry directly for that node to
“requested”. Upon seeing that entry in the operation data
table the requested node would respond by changing the entry
to “active” thus completing the association of a new hardware
node to a cloud frame. As another example, a storage node
may detect that it is running low on capacity, and may attempt
to allocate another storage node to expand its data capacity.

Referring to FIG. 7, a process flow illustrates steps for
performing a “self allocation” in accordance with the present
disclosure. In accordance with principles of the present dis-
closure, in some embodiments hardware nodes in a “cloud
frame environment” comprising a single cloud frame or a
cluster of cloud frames may act on their own to allocate and
release needed resources during the course of their operation.
In particular, a hardware node may identify and allocate a
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provider of a resource to itself without coordination from a
central controlling entity, such as for example, the manage-
ment services component 114 of the cloud frame.

Thus, in a step 702, a hardware node (“requiring hardware
node”) may detect that it requires a resource. For example, the
requiring hardware node may be a computing node that has
determined it requires additional storage capacity, a storage
node may determine that it requires backup management, and
so on. In another example, a user may designate (e.g., using
the management services 114) that a particular hardware
node requires a resource.

The required resource may be provided by another hard-
ware node. For example, a computing node may provide
computing resources, a management node may provide man-
agement services, and a storage node may provide storage
capacity. The resource may be configured from one or more
hardware nodes; e.g., data backup may be considered a
resource that can be provided by a combination of a storage
node to store the data to be backed up and a management node
to schedule and otherwise manage the backup operation. In
some embodiments, the resource may be outsourced to a
service outside of the cloud frame environment using a hard-
ware node (e.g., management node) acting as a proxy. And so
on.

In a step 704, the requiring hardware node accesses opera-
tion data (e.g., in the operation data tables 602-608) in the
cloud frame environment, which may be a single cloud frame
or a cluster of cloud frames. In particular, operation data
associated with the hardware nodes is accessed. The requiring
hardware node may access the operation data internal to the
cloud frame in which the requiring hardware node is installed
(the “host” cloud frame), for example, using local manage-
ment services 114 of the hardware node or cloud frame.

In a clustered configuration, step 704 may be facilitated
using cross-communication services which can be provided
by the management services component 114 in each cloud
frame. Cross-communication services may allow cloud
frames in a cluster to communicate with each other and to
access information (e.g., operation data) from each other
including reading and writing the accessed information. In
embodiments, the requiring hardware node may first identify
all the cloud frames in the cluster, for example, using the
cluster table 606. The requiring hardware node may then
access the operation data from each of the cloud frames using
the cross-communication services.

In a step 706, the requiring hardware node may then iden-
tify a selected hardware node from among the hardware nodes
in the cloud frame environment that may serve as a provider
of the required resource. In embodiments, this step may
include the requiring hardware node to scan the operation
data associated with each of the hardware nodes in the cloud
frame environment. In general, a set of criteria may be deter-
mined from the required resource. It will be appreciated the
any suitable analytical tool may be used to identify the crite-
ria. In some embodiments, the criteria may be identified by a
user.

For example, suppose the required resource is storage
capacity of at least 10 TBytes, is located 100 miles away, and
supports data mirroring. The criteria for the required resource
may therefore include 10TByte storage capacity, location is
100 miles, and data mirroring capability. Firstly, only hard-
ware nodes in the same cloud frame that are storage nodes
need to be considered, which may be accomplished by using
operation data associated with each hardware node to identify
only storage nodes. Next, the operation data associated with
each storage node may then be analyzed to identify a match-
ing storage node (the selected hardware node). It will be
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appreciated that any suitable search/matching algorithm may
be applied to identify the selected hardware node.

In a step 708, the selected hardware node may be allocated
to the requiring hardware node. The selected hardware node
may be exclusively allocated to the requiring hardware node,
or the allocation may be shared with other hardware nodes.
The specific steps to accomplish this action will vary depend-
ing the particulars of a given embodiment of the cloud frame
environment. In some embodiments, for example, the requir-
ing hardware node may update the operation data associated
with the selected hardware node to show that the selected
hardware node is being used by the requiring hardware node.
The requiring hardware node may also update its own asso-
ciated operation data to indicate that it is using the selected
hardware node. In some embodiments, the requiring hard-
ware node may communicate with the selected hardware
node to negotiate allocation of services to the requiring hard-
ware node. The selected hardware node may update its own
associated operation data to indicate that it is allocated to the
requiring hardware node. It is worth noting that the hardware
nodes involved in the transaction, namely the requiring hard-
ware node and/or the selected hardware node, manage them-
selves and their own associated operation data to coordinate
allocation of the selected hardware node to the requiring
hardware node without coordination from a central controller.

In a step 710, after the resource (vis-a-vis the selected
hardware node) has been allocated, subsequent communica-
tions may be conducted between the requiring hardware node
and the selected hardware node during operation of the
requiring hardware node.

In a step 712, at some later time, the selected hardware
node may be released. For example, suppose a CRM system
(i.e., the requiring hardware node) needs an invoice generat-
ing service to send out monthly invoices. The invoice gener-
ating service may be a computing node that is configured to
generate invoices (i.e., the selected hardware node). The
invoice generating service may be allocated to the CRM
system to generate invoices. When the task is completed, the
invoice generating service may be released. For example, the
CRM system may explicitly release the hardware node host-
ing the invoice generating service by updating operation data
associated with the invoice generating service. The invoice
generating service, itself, may update its own associated
operation data.

Broadcast Allocation

In some embodiments, a determination may be made that
one or more resources are needed to enhance the current
computing backbone 102. Using the broadcast allocation
method of provisioning, a user, an application, or a manage-
ment service may use a local management service to place a
“requested” entry in the operation data tables 122. In this
method, however, the request is not placed in a specific hard-
ware node entry but rather in a blank entry, where there is no
hardware node specified. One or more “inactive” hardware
nodes matching the request preferences can add a “pending”
entry that includes it’s hardware node information along with
the other request entry information. As the operation data
tables propagate back to the requester it will see one or more
pending entries for its request. The requesting hardware node
will now choose as many of the pending entries that it needs
and formally request the hardware node to join it’s cloud
frame. From this point on the protocol would proceed like the
self-allocation method previously described. More than one
hardware node that requires a resource may broadcast that
fact using the method just described to the other hardware
nodes in the cloud frame environment, comprising either a
single cloud frame or a cluster of cloud frames. Race condi-
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tions and contentions are resolved by the subsequent specific
request made by the original broadcasting requester.

Referring to FIG. 8, a process flow illustrates steps for
performing a “broadcast allocation™ in accordance with the
present disclosure. In accordance with principles of the
present disclosure, in some embodiments hardware nodes
may act on their own to allocate themselves to provide a
needed resource, without coordination from a central control-
ling entity.

Thus, in a step 802, a hardware node may detect that it
requires a resource. For example, the requiring hardware
node may be a computing node that has determined it requires
additional storage capacity, a storage node may determine
that it requires backup management, and so on. In some
embodiments, a user may designate (e.g., using the manage-
ment services 114) that a particular hardware node requires a
resource.

In a step 804, the requiring hardware node may broadcast
the required resource by making a request with a blank hard-
ware node ID. In some embodiments, the requiring hardware
node may access its own associated operation data (e.g., using
the management services 114), and update the operation data
with information that indicates the required resource. For
example, in an embodiment, the operation data may have an
explicit data field called “Required Resource” where criteria
specifying the required resource may be stored. In another
embodiment, the operation data associated with each hard-
ware node may include a table listing resources that are allo-
cated to that hardware node, including identifiers of hardware
nodes providing the resources along with corresponding
information describing the resource. An entry in such a table
for the requiring hardware node may be made with a descrip-
tion of the required resource, but without the identifier. The
absence of the identifier may be taken to mean that the
resource has not been allocated.

In a step 806, each hardware node in the cloud frame
environment may be configured to periodically query the
operation data associated with each of the other hardware
nodes in the cloud frame environment. In a cluster of cloud
frames, a hardware node in one cloud frame may access the
operation data in another cloud frame using a suitable cross-
communication service, such as explained above. If a hard-
ware node making the query comes across the operation data
associated with the requiring hardware node and determines,
from the operation data, that it is able and available to provide
the required resource indicated in the operation data, then the
hardware node making the inquiry may be deemed a provider
of the required resource (the “providing hardware node”).

In a step 808, the providing hardware node may take steps
to initiate allocating itselfto the requiring hardware node. The
providing hardware node may be exclusively allocated to the
requiring hardware node, or the allocation may be shared with
other hardware nodes. The specific steps to accomplish this
action will vary depending on the particulars of a given
embodiment of the cloud frame environment. In some
embodiments, for example, the providing hardware node may
update the operation data associated with the requiring hard-
ware node to show that the providing hardware node is being
used by the requiring hardware node. The providing hardware
node may also update its own associated operation data to
indicate that it is being used by the requiring hardware node.
In some embodiments, the providing hardware node may
communicate with the requiring hardware node to negotiate
allocation of services to the requiring hardware node. The
providing hardware node may update its own associated
operation data to indicate that it is allocated to the requiring
hardware node. It is worth noting that the hardware nodes
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involved in the transaction, namely the requiring hardware
node and/or the providing hardware node, manage them-
selves and their own associated operation data to coordinate
allocation of the providing hardware node to the requiring
hardware node without coordination from a central controller.
In some embodiments, the hardware nodes 1022 may use a
synchronization scheme to propagate the operation data table
information across the private communication network 104
among themselves so that the information remains consistent
across the Cloud Frame and Cloud Frame Cluster.

In a step 810, after the resource (vis-a-vis the provided
hardware node) has been allocated, subsequent communica-
tions may be conducted between the requiring hardware node
and the providing hardware node during operation of the
requiring hardware node. In a step 812, at some later time, the
providing hardware node may be released in a manner similar
to step 712 in FIG. 7.

Managed Allocation

In some embodiments, a management service running in
the current computing backbone 102 may determine that
additional resources (e.g., a computing node) with particular
attributes is required. The management service may then be
able to request that an additional computing node be brought
into the cloud frame. The request may also contain prefer-
ences such as memory size, CPU cores, services available,
etc. Using this managed allocation method of provisioning,
the management service would analyze the operation data
tables to see if there is an available hardware node matching
the request preferences. If one is found the management
service would capture that hardware node by changing the
operation data table entry for that node to “requested”. Upon
seeing that entry in the operation data table each inactive
hardware node would evaluate the preferences for a match. If
there is a match it would respond by changing the entry from
“requested” to “active” thus completing the association of a
new hardware node to a cloud frame.

Referring to FIG. 9, in a step 902 a determination is made
that a cloud frame is in need of a resource. In one embodi-
ment, a user may access the management services 114 and
initiate allocation processing, including specifying which
hardware node needs the resource and specifying details of
the resource. In another embodiment, the requiring hardware
node may update its own associated operation data to indicate
the required resource. The management services 114 may
then periodically scan its operation data tables 122 to identify
if any of its hardware nodes are in need of a resource.

In a step 904, the management services 114 may then scan
its operation data tables 122 in order to find a hardware node
that can provide the required resource. In the case of a cluster
of’cloud frames, the management services 114 may attempt to
find a hardware node in other cloud frames by communicating
with the management services components 114 in those other
cloud frames.

In a step 906, if a hardware node that can provide the
required resource is found (the “found hardware node”), then
it can be allocated to the cloud frame of the requiring hard-
ware node. The found hardware node may be used exclusively
by the requiring hardware node, or may be shared with other
hardware nodes in the cloud frame. In embodiments, the
management services 114 may update the operation data
associated with the found hardware node to indicate that it has
been allocated to the requiring cloud frame. The management
services 114 may updated the operation data associated with
the cloud frame of the requiring hardware node to indicate
that it is using resources of the found hardware node.

In a step 908, after the resource (vis-a-vis the found hard-
ware node) has been allocated, subsequent communications
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may be conducted between the requiring hardware node and
the found hardware node during operation of the requiring
hardware node. In a step 910, at some later time, the found
hardware node may be released in a manner similar to step
712 in FIG. 7.

User Allocation

In some embodiments, a cloud frame user or administrator
may determine that additional resources will be required for
an upcoming activity (e.g., end of month statements). A user
may access the cloud frame using the management services
114. Tools provided by the management services 114 may
allow the user to view and update operation tables to identify
required resources and hardware nodes that can provide
resources, and tools to allocate those resources. In a cluster of
cloud frames, the user may use cross-communication ser-
vices described above to access any of the cloud frames in the
cluster. Using these tools the user can cause the necessary
changes in the operation data tables to request additional
resources to be added to a cloud frame.

The above description illustrates various embodiments of
the present disclosure along with examples of how aspects of
the present disclosure may be implemented. The above
examples and embodiments should not be deemed to be the
only embodiments, and are presented to illustrate the flexibil-
ity and advantages of the present disclosure as defined by the
following claims. Based on the above disclosure and the
following claims, other arrangements, embodiments, imple-
mentations and equivalents will be evident to those skilled in
the art and may be employed without departing from the spirit
and scope of the disclosure as defined by the claims.

ADVANTAGES AND TECHNICAL EFFECT

The emergence of cloud computing and hardware plus
software appliances in the enterprise space has motivated the
necessity of integrating hardware into solutions in a manner
that provides a requisite level of uniformity, flexibility, scal-
ability, and manageability across a variety of deployment
landscapes. These landscapes include on-premise, private
cloud, and public cloud deployment environments Tradi-
tional software technologies in virtualization and cloud man-
agement, do not adequately address the present and future
challenges. The cloud frame architecture of the present dis-
closure establishes a reasonable framework to support the
idea of deploying hardware and software that can deliver
optimal software-based solutions at the lowest total cost of
ownership (TCO) possible. The cloud frame takes into con-
sideration all phases of the solution hardware and software
lifecycle from the ordering process through testing, quality
assurance (QA), production, and maintenance. The cloud
frame architecture disclosed herein also integrates with exist-
ing management and maintenance processes designed and
operated by the customer.

What is claimed is:

1. A method in a first cloud frame comprising a plurality of
hardware nodes, the method comprising:

the hardware nodes of the first cloud frame conducting

communications with each other using only communi-
cation channels between the hardware nodes provided
by a private communication network;

the first cloud frame forming a cluster of cloud frames by

communicating with at least a second cloud frame sepa-
rate from the first cloud frame, wherein communications
between the first and second cloud frames only occur
across predefined communication channels intercon-
nected to the private communication network, includ-
ing:

10

15

20

25

30

35

40

45

50

55

60

65

14

an application services communication channel for com-
munications between applications running on the first
cloud frame and the second cloud frame;

an administrative services communication channel for
communications between management services of the
first cloud frame and the second cloud frame;

a data management services communication channel for
exchanging data between the first cloud frame and the
second cloud frame.

2. The method of claim 1 further comprising:

storing a plurality of operation data associated with each
hardware node; and

each hardware node updating its associated operation data,
the associated operation data representative of operating
status of said each hardware node.

3. The method of claim 1 further comprising a first hard-
ware node in the first cloud frame acquiring a resource from
one or more other hardware nodes in the first cloud frame,
including:

the first hardware node accessing operation data associated
with the other hardware nodes;

the first hardware node identifying a selected hardware
node as a provider of the resource using the operation
data associated with the other hardware nodes;

updating operation data associated with the first hardware
node and operation data associated with the selected
hardware node to indicate an operational relationship
between the first hardware node and the selected hard-
ware node; and

conducting communications between the first hardware
node and the selected hardware node to access the
resource provided by the selected node.

4. The method of claim 3 wherein the first hardware node
acquiring a resource further includes the first hardware node
accessing operation data associated with hardware nodes in
the first cloud frame and hardware nodes in the second cloud
frame, wherein the selected hardware node is a hardware
node in either the first cloud frame or the second cloud frame.

5. The method of claim 3 further comprising creating a
virtual cloud frame comprising hardware nodes from the first
cloud frame and the second cloud frame.

6. The method of claim 1 further comprising a second
hardware node acquiring a resource, including:

the second hardware node storing information indicative of
the required resource in the operation data associated
with the second hardware node;

one of the hardware nodes accessing the information in the
operation data associated with the second hardware
node; and

responsive to the information, said one of the hardware
nodes initiating communications with the second hard-
ware node to serve as a provider of the resource to the
second hardware node.

7. The method of claim 1 further comprising, when a cer-
tified hardware node is connected to the private communica-
tion network, then providing a communication channel
between the certified hardware node and one or more of the
hardware nodes of the cloud frame.

8. The method of claim 1 further comprising, when an
uncertified hardware node is connected to the private com-
munication network, then providing an isolated communica-
tion channel that is isolated from all other communication
channels provided by the private communication network and
conducting all communications with the uncertified hardware
node using only the isolated communication channel.

9. The method of claim 8 wherein the isolated communi-
cation channel is connected to an isolated network.
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10. The method of claim 1 wherein the hardware nodes
include one or more storage systems.
11. The method of claim 1 wherein the hardware nodes
include one or more computer processing systems configured
to execute software applications.
12. The method of claim 11 wherein the software applica-
tions include business applications or management applica-
tions.
13. The method of claim 1 wherein each of the predefined
communication channels includes an interface associated
with a unique IP address.
14. A system having at least a first cloud frame comprising:
a computing backbone;
a private communication network; and
a plurality of hardware nodes connected to the private
communication network, the hardware nodes communi-
cating with each other using only communication chan-
nels provided by the private communication network,

wherein the first cloud frame is configured to communicate
with a second cloud frame separate from the first cloud
frame using only predefined communication channels
interconnected to the private communication network,
including:

an application services communication channel for com-

munications between applications running on the first
cloud frame and the second cloud frame;

an administrative services communication channel for

communications between management services of the
first cloud frame and the second cloud frame; and

a data management services communication channel for

exchanging data between the first cloud frame and the
second cloud frame.

15. The system of claim 14 wherein a firsthardware node in
the first cloud frame is configured to acquire a resource from
one or more other hardware nodes in the first cloud frame,
including:

the first hardware node accessing operation data associated

with the other hardware nodes;
the first hardware node identifying a selected hardware
node as a provider of the resource using the operation
data associated with the other hardware nodes;

updating operation data associated with the first hardware
node and updating operation data associated with the
selected hardware node to indicate an operational rela-
tionship between the first hardware node and the
selected hardware node; and

conducting communications between the first hardware

node and the selected hardware node to access the
resource provided by the selected node.

16. The system of claim 15 wherein the first hardware node
acquires a resource by performing further step of the first
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hardware node accessing operation data associated with hard-
ware nodes in the first cloud frame and hardware nodes in the
second cloud frame, wherein the selected hardware node is a
hardware node in either the first cloud frame or the second
cloud frame.

17. The system of claim 15 further comprising a virtual
cloud frame comprising hardware nodes from the first cloud
frame and hardware nodes from the second cloud frame.

18. The system of claim 14 wherein, when a certified
hardware node is connected to the private communication
network, the computing backbone is configured to establish a
communication channel between the certified hardware node
and one or more of the hardware nodes of the cloud frame.

19. The system of claim 14 wherein, when an uncertified
hardware node is connected to the private communication
network, then providing an isolated communication channel
that is isolated from all other communication channels pro-
vided by the private communication network and conducting
all communications with the uncertified hardware node using
only the isolated communication channel.

20. The system of claim 19 wherein the isolated commu-
nication channel is connected to an isolated network.

21. The system of claim 14 wherein each of the predefined
communication channels includes an interface associated
with a unique IP address.

22. A system having at least a first cloud frame comprising:

computing means for a computing backbone;

communication means for a private communication net-
work; and

a plurality of hardware nodes connected to the communi-

cation means, the hardware nodes communicating with
each other using only communication channels provided
by the private communication network,

wherein the first cloud frame is configured to communicate

with a second cloud frame separate from the first cloud
frame using only predefined communication channels
interconnected to the private communication network,
including:

an application services communication channel for com-

munications between applications running on the first
cloud frame and the second cloud frame;

an administrative services communication channel for

communications between management services of the
first cloud frame and the second cloud frame; and

a data management services communication channel for

exchanging data between the first cloud frame and the
second cloud frame.

23. The system of claim 22 wherein each of the predefined
communication channels includes an interface associated
with a unique IP address.

#* #* #* #* #*



